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ABSTRACT

Hyperspectral images deliver several hundred spectral bands covering the visible and the infrared wavelength. Visualize
hyperspectral information on a trichromatic display is impracticable to show information, which contains a hundred bands.
Therefore, the selection of representative bands and the improvement of image quality are challenging tasks. In this paper,
a simple, effective hyperspectral image visualization method based on hyperspectral image enhancement with the use of
different cost functions is proposed. The proposed method consists of two major steps. First, the wavelength-based band
selection chooses three subsets of adjacent hyperspectral bands. Second, the selected bands are improved by the proposed
fractional contrast stretching algorithm with optimizations. In the nature-inspired optimization algorithm with an adaptive
inertia weight, the quality of an enhanced image will be evaluated by different cost functions — image quality measures.
This paper's main contribution is that: i) the selection of representative bands corresponding to natural-color appearance,
ii) the image enhancement for visualization, and iii) the investigation of the suitable cost function for hyperspectral image
visualization. Experiments performed on several hyperspectral datasets illustrate that the proposed method can produce
remarkable visualization performance in subjective and objective assessments.
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1. INTRODUCTION

Hyperspectral imagery (HSI) delivers distinguished information that dominates the infrared and the visible wavelength
spectrums [1-2]. With superior resolution, it contributes better the potentiality of diagnostics for feature classification,
detection, and discrimination than conventional multi-spectral imagery. Nevertheless, it is challenging to visualize the
numerous pieces of information contained in a hyperspectral cube [3]. The most widely used scheme is to employ three
primary colors to represent an image scene's overview. However, hyperspectral imagery's high dimensionality delivers
advanced challenges in image processing and data storage [4-5]. The visualization of hyperspectral scenes is beyond the
possibility of illustrating information, which contains several hundreds of spectral bands using ordinary screens. Since the
last decade, band selection methods have been proposed by handling the advantages of band redundancy to reduce the
hyperspectral information's spectral bands while maintaining spatial information [6-8]. The primary objective of band
selection approaches is to select three representative bands of several hundred hyperspectral scenes as primary colors, red,
green, and blue components [9]. For example, Jia ef al. propose a principal components transformation for hyperspectral
remote sensing image display and classification [10]. This method's main idea is to divide hyperspectral imagery into
several highly-related sub-groups and then reduce the data cube's spectral dimensionality using the principal component
analysis (PCA) [10]. Su et al. introduce the spectral weighting envelopes based on a stretched version of the CIE1964
tristimulus Color Matching Functions (CMFs) [11]. The CIE 1964 tristimulus color matching envelopes were mapped to
standard RGB (sRGB) color-space with its D65-white point [12]. However, these band above selection methods illustrate
alow-contrast appearance. It requires a unique image processing tool to accomplish good visualization.

In this paper, we focus on using different cost functions for optimizing the quality of hyperspectral image visualization.
The remainder of this paper is organized as follows. In Section 2, related to the proposed method, the adaptive inertia
weight particle swarm algorithm for optimized hyperspectral image enhancement is introduced. In Section 3, computer
simulation results are illustrated and compared with existing state-of-the-art visualization methods. After that the
effectiveness of the proposed method is discussed by image quality measures in Section 4. Finally, the conclusion is
summarized in Section 5.
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2. THE PROPOSED METHOD

LetI={I i 2} denote a given hyperspectral cube composed of [ discrete grayscale levels denoted as {Ig, I, ..., I,_,}, where
I ;1 represents as the intensity of the image at the spatial location (i, j) in the spectra band (1) and iy i €l byl gk
This section describes the proposed adaptive inertia weight particle swarm algorithm for optimized hyperspectral image
enhancement. The method contains two following major steps.

Wavelength Based-Band Selection (WBS): A hyperspectral cube contains several hundred distinctive and informative
bands. Each band of the cube can illustrate one band as a grayscale image or a fusion of three bands as a color image. In
digital image processing, the three primary colors (red, green, and blue) are in the wavelengths of 610-700 nm, 500570
nm, 450-500 nm, respectively [11]. The WBS selection can present a true-color image by choosing several bands close
to the wavelengths above. The wavelength based-band selection can be expressed by

Ry, {1,j2]4 = [610nm, 700nm]}
Gijl=wy- [Ii,j,AIA = [500nm, 5’70nm]} 1)
Bi:j {!Lj';{lll = [4‘50nm, 500nm]}

where w; represents a function-based spectra weight ND where R
component, and a blue component, respectively.

ij»Gij and B;; denote a red component, a green

Occasionally, the composite color image illustrates a low-luminance appearance, but it also contains distinctive and
informative data. For color visualization, the luminance level is considered and it can be computed by

Ri,j Ri,j
Xi.j,k = Gi,j - min{Rw, Gi,j’ Bi,j} - max Gi,j ke min{RiJ', Gi,j‘B!',j} (2)
By By

Fractional Nonlinear Contrast Stretching Mechanism: Once a wavelength-based band selection hyperspectral image,
X jk, with extended color components, k, of bands has been obtained from the band selection process. These k spectra
bands follow a fractional contrast stretching process aiming to normalize local luminance levels on the Hue-Saturation-
Value (HSV) color-space. First, the set of gamma parameters must be defined by the value (V) component's average
brightness. The set of gamma parameter can be written as:

_{0102,..,1.0, pu<05l,_,
Yn = {1.1,1.2, 20 U EOEL g T DTl ©)
Depending on the global average brightness, u. Here, I,_, denotes the total number of brightness levels assigned to split
the brightness based-class of an image. The use of different parameters, ¥, in each class, attempts to generate uniform
luminance passing through a nonlinear term. The general form of the fractional function is described by

%
Vijn = a%((”i,j —my;)+ mi,j) ) (4)

where v; ; denotes the luminance component on an HSV color-space of the selected image, X; j .. m; ; represents a local
mean of v; ;. o and & are the global standard deviation value and a small number to avoid the calculation error in case o
equal to zero. ¥, is a gamma correction parameter and n is the index of y.

The resulting of stretched images using the set of gamma parameters results in presenting several stretched images based
on the number of parameters. It is necessary to fuse all stretched images with a reasonable proportion. The weighted fusion
of stretched images can be expressed as:

Vij=wp, Vijn i L0 w0, =10 )
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where V; ;, represents the set of the stretched value image component and w,, denotes the set of optimal weights. It can be
optimized by using the nature-inspired search algorithm such as the Particle Swarm Optimization (PSO) algorithm.

Algorithm I: Modified Particle Swarm Optimization (MPSO)
Input: luminance component, v; i
Initialization:  Number of unknown variables (n), Image cost function f(v;;), Personal acceleration coefficient
(1), Social acceleration coefficient (c,), number of iterations (t), Population size (P), the position
of a weight (w)
Optimization: A group with p particles is randomly initialized, assuming that the population is a = (a,,a,, ..., a,)
in a d-dimension search space.
While ®  When particles move to a certain speed in the space, the position state property of particle a is set
as: @y = ((yq, Aoy orey Ary).
*  The fitness values corresponding to each particle position can be calculated based on the cost
function.
*  The velocity vector, s, = (S1, Sz, -, Sxq), Of particle x is calculated as:
Sya' =W sty + c;rand[0,1](PL, — aly) + c;rand[0,1)(Pf, — aly) ; w=1¢"1
where P, = (Pyy, Prp, .., Poq) Tepresent a personal optimal position vector and F, =
(Py1s Pyz, ., Pyq) denotes a social position vector.
®  The new position of particle x is updated as:
QK = ak + st
*  Apply the social position vector as the set of optimal weights to the fractional nonlinear contrast
stretching mechanism.
e Apply a local image enhancement algorithm, a color correction algorithm, and a denoising
algorithm to the stretched image, respectively.
e Evaluate a resulting image using cost functions. (see Eq. 6-8)
Until e The fitness value is satisfied.
Output: Enhanced Image

Adaptive Inertial Weight in the Particle Swarm Optimization (PSO) Algorithm: The outstanding PSO features are
easy-to-implement, robust-to-control parameters, and inexpensive computation compared with other existing heuristic
search algorithms. The inertia weight of PSO plays a vital role in balancing between an exploration process and an
exploitation process. The inertia weight determines the participation rate of the previous speed and the current speed of
particles. Therefore, the improvement of the inertia weight increases more efficiency in searching required parameters. In
this paper, the adaptive inertia weight is applied to the modified PSO (MPSO) Algorithm 1.

Cost Functions [14-15, 22-34]: Cost functions play a vital role in constructing and designing image enhancement tools.
In this paper, we used three image Cost functions. We will use Panetta ef a/ [14] the colorfulness (CF) Cost function,
which is formulated as the variance ratio to the average chrominance in each color component.

£ (1114 = 0.02 log (25) log( f) ©)

lug

where @ = R; ; — G; B = O.S(RU + Gy, j) — B, j represent opponent spaces, and aj,ag, Ha» tg denote the variance and
mean values along with these two opponent color spaces. R;;,Gij and B;; are red, green, and blue components,
respectively.

Cube Root Mean Enhancement (CRME) Measure: It was introduced by Karen e al.in 2013 [14]. The concept of the

CRME calculates the relative difference of the color cube center and the combination neighbor information in the local
color cube.

Proc. of SPIE Vol. 11734 1173403-3

vnloaded From: https:/fwww.spiedigitallibrary.org/conference-proceedings-of-spie on 22 Apor 2021
ns of Use: https://www.spiedigitallibrary.orgiterms-of-use “ w 8



1000 lOglI- ya_ tatlcot Hlen\ @
2 ) = — ky ko i,j T dac=1C - .
f(,u) feyko Ei=‘1 2}':1 (loglff,f+zg=llf_.’_ﬂﬂcz:'"ﬂ ) ( )

where A represents the weights for different color components, A, = 0.299, A, = 0.587, and A; = 0.114. « is assigned
(7) to the ratio based on the region to which the local background of the current cube belongs, the DeVries-Rose region,
a = 0.2, the Weber region, @ = 0.4, and the Saturation region, & = 0.8, I; j denote an image.

Average Gradient (AG) [15]: This measure is formulated as the directional change (edge information) in the intensity of
color images.

2 2
_ 1 on—t1vmM-1 |GUii~Ti+1,) +6(ij~1ij41)
fly) = e =1 Lj=1 J = ®)

2
where M and N are the numbers of rows and columns of the image, [; ;. G(Iu = l’i+1,j) and G(I,-u,- = l,-,jﬂ) denote the
gradient vector of the image in rows and columns, respectively.

3. COMPUTER SIMULATION RESULTS

This work selects four hyperspectral images to illustrate the effectiveness of the proposed method. The method is
implemented by MATLAB® online. The hyperspectral data is captured by SPECIM hyperspectral camera and multiple
consumer cameras. The datasets are available on the Hyperspectral & Color Imaging database [16]. The dataset provides
a spatial resolution of 1312x1903 with 49 bands, covering a spectral range of 401.01nm-698.41nm. Figure 1 displays the
color image captured by a commercial camera correspond toits hyperspectral data.

: o Sl i ; o
Figure 1. Color images captured by a commercial camera correspond to the hyperspectral information

Visualization Results of Different Cost Functions: in this sub-section, the proposed hyperspectral image visualization
approach using different cost functions is compared with the several widely used visualization methods, including the PCA
and CMF methods.

The visualization results of different methods are presented in Figure 2. Furthermore, an extracted view is presented under
each image. As shown in this figure, the PCA method chooses three bands from the original hyperspectral cube, the surface
of the resulting image illustrates a hazy phenomenon. For the CMF and the wavel ength-based band selection methods, the
color differences belonging to different ground information become more apparent, but spatial details cannot be created
distinctly. The resulting images of the proposed method with varying cost functions produce satisfactory visualization
results with distinct scene details. Among the three other cost functions, the CF method illustrates visibly outstanding
information and preserves details well.

The second experiment is performed on scene no. 18 — 'building' as shown in Figure 3. In this illustrative example, the
PCA method wields a similar result that it illustrates a hazy phenomenon, For the CMF method, the boundaries of different
details are slight clear, but it is not colorful. For the wavelength-based band selection method, the resulting image possesses
a better contrast than the PCA method and the CMF method. Also, the colors tend to be more natural. The resulting images
of the proposed method with the CRMS cost function illustrate the details under dark regions well by visualization.
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e . .
Figure 2. HSI visualization results obtained by different methods on the scene no. 1 — 'ear" a) PCA method [10];
b) CMF method [11]; ¢) Wavelength-based band selected image: d) AG method; ¢) CF method; f) CRMS method.

7
Figure 3. HSI visualization results obtained by different methods on scene no. 18 — building”: a) PCA method [10];
b) CMF method [11]; c) Wavelength-based band selected image; d) AG method; €) CF method; f) CRMS method.
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J
Figure 4. HSI visualization results obtained by different methods on scene no. 28 — 'man": a) PCA method [10];

) CF method: ) CRMS method.

#

b) CMF method [11]; ¢) Wavelength-based and selected image: d) AG mcthod; e

d g
Figure 5. HSI visualization results obtained by different methods on scene no. 34 — 'street" a) PCA method [10];
b) CMF method [11]; c) Wavelength-based band selected image; d) AG method; ¢) CF method; f) CRMS method.
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The third experiment is performed on scene no. 28 —'man.' The resulting image obtained by different methods is illustrated
in Figure 4. The PCA method appears as a hazy severe phenomenon. For the CMF method and the wavelength-based band
selection method, the resulting images have a slight improvement in preserving spatial details. Still, the CMF method is
likely to be colorless. However, the proposed method's results optimized by three different cost functions is better than
those of the other compared methods. The proposed method still produces satisfactory results in preserving the color detail
discriminability, such as the color chart, trees, garden paths, and walkways.

The last experiment is performed on scene no. 34 - 'street.’ The resulting image obtained by different methods is presented
in Figure 5. The PCA method fails to present specific information. For the CMF method, the result preserves outstanding
information, but most colors are washed out. The CMF method improves the clarity of the whole image, but it still suffers
from the loss of colorfulness. For the wavelength-based band selection method, the spatial details are not able to be
represented evidently. The luminance of the resulting image appears as a lowlight phenomenon. The resulting images
obtained by the proposed method outperform those of the other compared methods. Following the previous experimental
results performed on sceneno. 1, no. 18, and no. 28. Moreover, the proposed method optimized by the CRMS cost function
produces a satisfactory result in highlighting the unseen details while preserving natural colors.

4. EFFECTIVENESS

To evaluate the visualization performance of different methods, commonly used quality metrics, i.e., entropy information
(EI), a combination of enhancement by entropy (CEME), and a combination of contrast, energy, and entropy (CEE), are
adopted. For each of the metrics, a larger value indicates a better visualization performance.

Entropy Information (El): it refers to the degree of information in an image [17-20].

fi;) = - Zizipe log(p) ©)
where p, is the probability density function of an image, l; ;, and L represents the number of discrete grayscale levels.
Combination of enhancement by entropy (CEME): this measure was aimed to introduce to resolve some limitation of
enhancement measure by entropy (EME). The EME works well for low-contrast and lowlight conditions, while the CEME

takes the same conceptual formulation and focuses on normalized luminance conditions [21]. The measure is formulated
as the local minimum ratio to the local maximum metrics in each color component.

. ke
f(h',}') = EZ:ZH Ejil max{EEME(lfJ)_ MEEME([U)} v
= 20 [hnax]:r}.ﬂ—o[fmin]g;‘“ Fi ]JT:}‘“"'[Imin]}"}’n
S e (!"““’"]ﬁ'nﬂlmin]ﬁ'n log (max )} +lmin 17" (11)
L mn mn [nax] Ejz"n'l" min ]?:n
MEEME(li,j) = T Sa1342 ([Imax]i,j = [Im"n}i,j )lOg e -
max|ij 0

where [1,,, 177" and [lmax]i;" represent the local minimum and maximum intensity metric. m X n denotes the block size
of a local tile. ky, k, are the size of an image, I; j-

Combination of Contrast, Energy, and Entropy (CCE): this measure combines two im age attributes, contrast, and energy,
through gray level co-occurrence metrics with entropy information [18,22].

£(1;;) = log (—,H—(—)) (3)

H (l i j) is an entropy value of an enhanced image, I ij- Ic and I denote the contrast and energy of gray level co-occurrence
metrics.
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The objective evaluations of the visualization results are illustrated in Table 1. It can be noted from Table 1 that the most
results yielded by the proposed visualization method are more distinguished than those obtained by the compared methods
in terms of EI, CEME, and CEE, which further stimulates the effectiveness of the proposed method. Also, the proposed
method with three different cost functions produces different EI, CEME, and CEE values. Among the use of other cost
functions, AG, CF, and CRMS measures, the CF cost function's proposed method yields the highest sum values of EI,
CEME, and CEE. The proposed methods with the CRMS cost function and the AG cost function follow closely behind.
The proposed method with the CF cost function can visualize spatial information and the spectral contrast more
productively.

For scene no. 18, the luminance of the proposed images is likely to be brighter. The saturation of brightness might degrade
some information. The informative quality partially vanishes. It is noticeable from the entropy information value

Table 1. Objective Evaluation of the PCA, the CMF, and the Proposed Methods

Method Scene No. | 'car' Scene No. 18 building’ Scene No.28 'man’ Scene No.34 'street’

T EI CEME CEE EI CEME CEE EL CEME CEE EI CEME CEE
Original 5.08 324 2.33 766 2133 4.16 6.63 11.51 3.34 5.40 4.58 248
PCA[10] 3.24 7.10 1.51 595 2485 2.90 513 1147 240 3.45 493 1.55
CMF [11] 6.35 7.80 3.26 T.77 18.81 4.27 6.95 9.11 3.68 6.63 6.95 3.34
Proposed with AG 6.99 16.72 3.79 6.93 2743 371 7.64 3032 4.38 7.16 23.45 3.94
Proposed with CF 7.07 21.73 3.91 710 2733 3.84 7.65 3050 438 7.21 21.71 3.94
Proposed with CRMS 7.11 19.22 3.91 6.91 27.93 3.69 7.64 3010 4.38 7.25 2144 398

5. CONCLUSION

The paper introduces a simple, effective hyperspectral image visualization method based on optimized image enhancement
using adaptive inertia weight particle swarm algorithm, consisting of the following steps: the wavelength-based band
selection method and a nonlinear contrast stretching function with different cost functions, AG, CF, and CRMS. The
computer simulation results demonstrate outstanding performance in terms of entropy information (EI), color contrast
indicated by the combination of enhancement measure by entropy (CEME), and the combination of contrast, energy, and
contrast (CCE) through Gray Level Co-occurrence Metrics (GLCMs). The visualization results illustrate a superior natural
appearance with high contrast information.
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